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## CHAPTER 1

## INTRODUCTION AND BACKGROUND

Herding of sheep by shepherds or sheepdogs is a brilliant example of one individual causing many unwilling individuals to move in same direction. Shepherding is a primitive activity practised to herd the livestock animals such as sheep, cows, etc. to a particular destination or in same direction. The sheepdogs have this unique ability to herd large number of sheep to a desired destination. Despite single dogs solving the shepherding problem every day, it remains unknown which algorithm they employ or whether a general algorithm exists for shepherding. Many attempts have been made to gain an understanding of how a single agent (sheepdog) can gather and herd a group of other agents (sheep). Most research has adopted a theoretical approach and sought to model the interaction of the agents based on attraction, repulsion and alignment models that are common in studies of collective herd behaviour. A research study models and reproduces the empirical behaviour of a herd of sheep (agents) and comes up with an algorithm for the shepherd based on adaptive switching between collecting the agents when they are too dispersed and driving them when they are aggregated. The shepherd is given a different set of rules from the rest of the sheep flock, which are repelled by the shepherd. A sheep flock's response to a herding dog can be explained using selfish herd theory [1] which puts forward that aggregation among herd of sheep result from individual efforts to reduce their own predation risk or threat by moving towards the center of a group. In one class of models, the shepherds rules prescribe a side-to-side movement behind the group while herding it towards the target. Such algorithms are appropriate for herding small groups but herding of larger groups (more than 40 individuals) typically requires multiple shepherds. However, single sheepdogs can successfully herd flocks of 80 or more sheep both in their everyday work and in competitive herding trials [2, 3]. So, what are the sheepdogs doing that the agent shepherds (or the flocking agents) are not? The shepherding problem has numerous applications, for example in crowd control [4], [5], cleaning up the environment [6], herding of livestock [7], keeping animals away from sensitive areas and collecting or guiding groups of exploring robots [8]. One can add another dimension to the shepherding problem by constraining the time or the path-length of shepherd required to drive the agents to a predefined fixed destination.

(a) An example of a trained sheepdog herding the flock

(b) Drones being used for shepherding

Figure 1.1: Example of shepherding in real-life

A sheep has the tendency to evade from the shepherd or sheepdog while the shepherd has the tendency to drive (pursue) the herd of sheep towards destination. Therefore, for notational convenience, a sheep would be henceforth denoted as an evader while a shepherd or sheepdog as a pursuer. An agent would be denoted both as the pursuer and evader.

## CHAPTER 2

## COMMON NOTATIONS

Below are some common notations which have been used throughout this thesis.

- $N_{e}$ denotes the number of evaders ( $\geq 1$ )
- $N_{p}$ denotes the number of pursuers ( $=1$ )
- Let $p(t) \in R^{2}$ denote the position of pursuer at time instant $t$
- Let $e_{i}(t) \in R^{2}$ denote the position of $i^{\text {th }}$ evader at time instant $t$
- Let $z(t)=z \in R^{2}$ denote the predefined fixed destination point
- $r\left(a_{i}, a_{j}, t\right)=a_{i}(t)-a_{j}(t)$ is the line-of-sight vector pointing from agent $a_{j}$ towards agent $a_{i}$ at time instant $t$
- $d\left(a_{i}, a_{j}, t\right)=\left\|r\left(a_{i}, a_{j}, t\right)\right\|_{2}$ is the distance between agents $a_{i}$ and $a_{j}$ at time instant $t$
- $c_{i, n}(t)$ denotes center of $n$ nearest evaders corresponding to $i^{\text {th }}$ evader at time instant $t$
- $v_{\text {emax }}$ denotes maximum velocity of an evader
- $v_{p m a x}$ and $v_{p m i n}$ denote maximum and minimum velocity of a pursuer respectively
- $T$ denotes the time of completion of the task
- $u($.$) is the unit step function$
- $\dot{x}(t)=\frac{d x}{d t}$ denotes the derivative of $x$ with respect to time
- $\hat{v}=\frac{v}{\|v\|_{2}}$ denotes the unit vector along the direction of $v$


## CHAPTER 3

## INTERACTION RULES OF AN AGENT

The interaction of an evader due to any other agent or a group of agents can be classified into the following categories.

### 3.1 Repulsion on an evader due to a pursuer

This repulsion is assumed to be along the line joining pursuer-evader, pointing towards the evader. It should depend on the pursuer-evader separation. This interaction can be modelled in terms of relation between evader repulsive velocity and pursuer-evader separation. Intuitively, this dependence of evader repulsive velocity on the pursuer-evader separation should be modelled in an inverse relation such that when the separation is large, repulsive velocity is small and vice-versa. We have compared some of the potential inverse relations which can be used to model this dependence.

1. In this type of relation, the evader velocity decreases linearly as the pursuer-evader separation increases and it vanishes once the separation attains a threshold $d_{\max }$. This kind of relation is similar to the sheep-shepherd behaviour where a sheep starts running away from the shepherd once the shepherd is within certain distance from the sheep.

$$
\|\dot{e}(t)\|_{2} \propto \begin{cases}v_{\max }-d(e, p, t), & \text { if } d(e, p, t)<d_{\max }  \tag{3.1}\\ 0, & \text { otherwise }\end{cases}
$$

2. Based on the inverse-power interaction rule, here the evader velocity increases as the pursuerevader separation decreases and it explodes as the separation reaches zero. This type of interaction rule is unstable at small pursuer-evader separation as evident in Fig. 3.1. Clipping the exploding portion at some small separation threshold would make this type of interaction rule realizable.

$$
\begin{equation*}
\|\dot{e}(t)\|_{2} \propto \frac{1}{[d(e, p, t)]^{k}}, \quad k \in \mathbb{Z}^{+} \tag{3.2}
\end{equation*}
$$

3. The exponentially decaying interaction relation, being always bounded and finite, compensates
for the instability present in the inverse-power interaction rule in Eq. 3.2. Fig. 3.1 clearly shows that the inverse-power and exponentially decaying relation have significant dissimilarities at small separation values but approximately similar behaviour at reasonable and large separation. Henceforward, this motivates us to model the relation between evader velocity and pursuerevader separation in an exponentially decaying manner.

$$
\begin{equation*}
\|\dot{e}(t)\|_{2} \propto e^{-k d(e, p, t)}, \quad k \in \mathbb{R}^{+} \tag{3.3}
\end{equation*}
$$

Comparison of linear, exponentially, inverse relation


Figure 3.1: Comparison of various interaction rules by showing plots of variation between evadervelocity and pursuer-evader separation

We compared different types of relation between repulsive velocity of evader and the pursuerevader separation and we established that exponentially decaying relation is better at characterizing the sheep-shepherd behaviour among other relations. From now on, we will model the evader repulsive velocity in terms of exponentially decaying form of pursuer-evader separation. We have formulated few such possible relations which are presented and explained below.
inputencIn a real-life shepherding task, a flock of sheep generally grazes a field when the shepherd is far from them but when the shepherd approaches the herd and starts getting more and more closer
to the herd, then only the flock starts driving away. The relation in Eq. 3.4 draws its inspiration from real-life instances. We have modeled below the repulsive velocity such that it starts acting only when the pursuer reaches within $d_{\text {max }}$ distance of that evader.

$$
\dot{e}(t)=\left\{\begin{array}{ll}
v_{\text {emax_repl }} e^{-k d(e, p, t)} \hat{r}(e, p, t), & \text { if } d(e, p, t)<d_{\max }  \tag{3.4}\\
0, & \text { otherwise }
\end{array}, \quad k \in \mathbb{R}^{+}\right.
$$

where $v_{\text {emax_repl }}$ denotes maximum evader repulsive velocity due to pursuer, $d_{\text {max }}$ denotes threshold pursuer-evader separation beyond which repulsive evader velocity vanishes.

A plausible variation of the interaction rule in Eq. 3.4 is presented below. The only difference is the exclusion of threshold separation distance $d_{\max }$. This signifies that the repulsive evader velocity is always some positive quantity. At first, this might seem unreasonable but due to the exponential decaying term and appropriate $k$ value, the velocity approximates to zero and becomes negligible as the separation distance becomes large.

$$
\begin{equation*}
\dot{e}(t)=v_{\text {emax_repl }} e^{-k d(e, p, t)} \hat{r}(e, p, t), \quad k \in \mathbb{R}^{+} \tag{3.5}
\end{equation*}
$$

Compared to Eq. 3.5 , the equation below consists of an additional factor $\left[\frac{1+\cos \theta}{2}\right]$ which always lies in the range $[0,1]$. Here, $\theta(t)$ denotes the angle between pursuer-evader line-of-sight vector $\hat{r}(e, p, t)$ and pursuer velocity $\dot{p}(t)$ at time $t$.

$$
\begin{gather*}
\dot{e}^{r e p l \_p}(t)=v_{\text {emax_repl }} e^{-k d(e, p, t)}\left[\frac{1+\cos \theta(t)}{2}\right] \hat{r}(e, p, t), \quad k \in \mathbb{R}^{+}  \tag{3.6}\\
\cos \theta(t)=\frac{\dot{p}(t) \cdot \hat{r}(e, p, t)}{\|\dot{p}(t)\|_{2}} \tag{3.7}
\end{gather*}
$$

The motivation behind including this factor can be explained based on logical and empirical reasoning. When chased by a shepherd, a sheep would have much higher tendency to run away if the shepherd is moving directly towards it compared to when the shepherd is moving in some other direction. Mathematically, this means that when the angle between pursuer velocity and pursuer-evader line-ofsight vector is small, the evader repulsive velocity is large and vice-versa.

### 3.2 Attraction on an evader towards the center (centroid) of neighbours

This interaction force on an evader directed towards the center of $n$ nearest evaders (where $n<N_{e}$ is a hyperparameter) should depend on two factors:

1. distance between an evader and center of $n$ nearest neighbouring evaders $d\left(c_{i, n}, e_{i}, t\right)$
2. separation between an evader and pursuer $d\left(e_{i}, p, t\right)$

The following argumentative example has been provided in order to support this dependence. In a typical herd, a sheep has much higher tendency to not be very far from the center of the herd in presence of a threat rather than in absence of any threat. More the separation between a sheep and its herd center $d\left(c_{i, n}, e_{i}, t\right)$, more the tendency of the sheep to move towards its herd center and viceversa. Similarly, larger the distance between a sheep and shepherd $d\left(e_{i}, p, t\right)$, the smaller the threat to the sheep, which implies lesser tendency to move towards its herd center and vice-versa (smaller the distance between a sheep and shepherd, the larger the threat to the sheep, implying much higher tendency to move towards its herd center). Based on these arguments, we formulate this attractive interaction in terms of dependence of attractive component of evader velocity on the pursuer-evader and evader-centroid separation.

$$
\begin{equation*}
\left\|\dot{e}_{i}^{a t t r}(t)\right\|_{2} \propto \frac{d\left(c_{i, n}, e_{i}, t\right)}{d\left(e_{i}, p, t\right)}, \quad \forall \quad i=1, \ldots, N_{e} \tag{3.8}
\end{equation*}
$$

The right hand side in eq. 3.8 becomes unstable as the pursuer-evader separation approaches zero. As explained in the previous section, we modify Eq. 3.8 by including exponentials in a way such that the attractive behaviour remains unchanged.

$$
\begin{equation*}
\dot{e}_{i}^{a t t r}(t)=v_{\text {emax_attr }} \frac{e^{k_{1} d\left(c_{i, n}, e_{i}, t\right)}}{e^{k_{2} d\left(e_{i}, p, t\right)}} \hat{r}\left(c_{i, n}, e_{i}, t\right), \quad \forall \quad i=1, \ldots, N_{e}, \quad k_{1}, k_{2} \in \mathbb{R}^{+} \tag{3.9}
\end{equation*}
$$

where $v_{\text {emax_attr }}$ denotes the maximum evader velocity due to attraction towards center.

### 3.3 Repulsion between two evaders in close proximity

This kind of repulsive interaction between any two evaders has been modelled such that it is active only when they are in close proximity to each other. Regardless of the distance to the pursuer, intuitively any
two evaders should be repelled by each other at very small distances of less than $r_{a}$ (hyperparameter). The role of this type of interaction is to ensure that none of any pair of evaders are occupying same or very nearby positions. For any two evaders, this repulsive velocity is equal in magnitude and directed along the line joining them and away from each other. It can be modelled as constant velocity or decreasing with increasing separation upto $r_{a}$.

$$
\dot{e}_{i}^{r e p l \_e}(t)=\left\{\begin{array}{ll}
v_{\text {emax }} e^{-k d\left(e_{i}, e_{j}, t\right)} \hat{r}\left(e_{i}, e_{j}, t\right), & \text { if } d\left(e_{i}, e_{j}, t\right)<r_{a}  \tag{3.10}\\
0, & \text { otherwise }
\end{array}, \quad k \in \mathbb{R}^{+}\right.
$$

In order to model the real-life scenario, all of the three above mentioned interactions should be included. Therefore, evader velocity would then be the sum of the velocity component due to repulsive interaction from pursuer ( $\dot{e}_{i}^{\text {repl_p }}(t)$ ), velocity component due to attractive interaction towards the center of $n$ nearest evaders $\left(\dot{e}_{i}^{a t t r}(t)\right)$ and velocity component due to repulsive interaction due to other evaders in close proximity ( $\dot{e}_{i}^{\text {repl_e }}(t)$ ). Mathematically, the final evader velocity will be given by the following expression.

$$
\begin{equation*}
\dot{e}_{i}(t)=\dot{e}_{i}^{\text {repl_p }}(t)+\dot{e}_{i}^{\text {attr }}(t)+\dot{e}_{i}^{\text {repl_e }}(t), \quad \forall \quad i=1, \ldots, N_{e} \tag{3.11}
\end{equation*}
$$

In our work, we have primarily modelled the evader velocity with only the repulsive component due to pursuer unless otherwise stated. Multiple reasons account for not including the velocity component due to attraction and velocity component due to repulsion from other evaders. Firstly, in this work we would be dealing with small $N_{e}(2,3,4$, or 5$)$ and in order to understand the effect of repulsive interaction due to pursuer, it is favourable to exclude other interaction components. Secondly, with the attractive force towards the center playing its role, the aggregation and driving becomes easier as well as the pursuer's task is reduced because of strong cohesion. In fact, even if the pursuer is very far away or practically absent, the evaders due to attraction would aggregate in some finite time and that would certainly reduce the desired complexity and spirit of this problem.

## CHAPTER 4 <br> SHEPHERDING WITH OPTIMAL PURSUER TRAJECTORY

### 4.1 Introduction

In the previous chapter, the objective for the controlling agent (pursuer) was to drive the evaders to a fixed destination point with the aid of only repulsive interaction on the evader. There were no constraints on the time required for task completion as well as on the trajectory of any agent. Various scenarios such as shepherding competitions, robotic manoeuvring, controlling herd of animals or robots, etc, demand time or trajectory based optimality. Many researchers have tried to model the trajectories of the agents or device an algorithm with single or multi-pursuer system for the shepherding task with various interaction rules ([9], [10], [11]). redBut hardly anything concrete or solid can be found in literature regarding shepherding which includes time-optimal or trajectory-optimal problem. This inclusion certainly brings a new dimension to the problem and makes the problem much more challenging as well as interesting. Therefore, there are two major ways in which the shepherding problem can be modified.

1. Minimize the trajectory length of the pursuer
2. Minimize the time required $(T)$ by pursuer to complete the task

The following work deals with the inclusion of pursuer's trajectory length minimization to the shepherding problem.

### 4.2 Problem Formulation

Consider a system with $N_{e}$ evaders and a single pursuer. The task of the pursuer is to drive the evaders to within $\epsilon$ radius of fixed destination point and simultaneously minimize its own path-length with only pursuer-evader repulsive interaction. This optimally-minimizing behaviour can be achieved by visualizing the above task as a constrained optimization problem as formulated below.

Speed of pursuer at any time instant $t=v_{p}(t)=\|\dot{p}(t)\|_{2}=\sqrt{\dot{p}(t) \cdot \dot{p}(t)}$
Path-length traversed by pursuer in infinitesimal small time interval $d t=\sqrt{\dot{p}(t) \cdot \dot{p}(t)} d t$

Trajectory length traversed by pursuer in time-interval $T=\int_{0}^{T} \sqrt{\dot{p}(t) \cdot \dot{p}(t)} d t$

## Objective Function:

$$
\begin{equation*}
\underset{p(t)}{\operatorname{minimize}} \int_{0}^{T} \sqrt{\dot{p}(t) \dot{p}(t)} d t \tag{4.1}
\end{equation*}
$$

## Constraints:

1. This constraint relates the evader velocity with only the velocity component due to repulsive interaction from pursuer.

$$
\begin{equation*}
\dot{e}_{i}(t)=\dot{e}_{i}^{\text {repl }-p}(t) \tag{4.2}
\end{equation*}
$$

2. The final position of all evaders at completion time $T$ should be within an $\epsilon$ radius of destination point $z$.

$$
\begin{equation*}
\left\|e_{i}(T)-z\right\|_{2} \leq \epsilon, \quad i=1, \ldots, N_{e} \tag{4.3}
\end{equation*}
$$

3. Realistically, any agent (pursuer or evader) should have certain limit on its velocity (for example shepherd, sheep or robots). Eq. 4.2 already limits the maximum velocity of an evader to be $v_{\text {emax_repl }}$. The constraint below puts restriction on the maximum as well as minimum velocity of the pursuer.

$$
\begin{equation*}
v_{p \min } \leq\|\dot{p}(t)\|_{2} \leq v_{p \max }, \quad 0 \leq t \leq T \tag{4.4}
\end{equation*}
$$

### 4.3 Discrete time-version of the formulated problem

Any numerical optimization tool requires time to be discrete rather than continuous for numerical simulation. Hence we discretize time from 0 to $T$ (where $T$ is an unknown quantity) into $N$ equal time intervals each of time-length $t_{e}$. The position of all agents at each time step (except at $t=0$ ) are the variables in the optimization problem. Let $t_{0}, t_{1}, t_{2}, \ldots, t_{N}$ denote the discrete time steps. At each time step $t_{n}(0 \leq n \leq N), p\left(t_{n}\right), e_{1}\left(t_{n}\right), e_{2}\left(t_{n}\right), \ldots, e_{N_{e}}\left(t_{n}\right)$ denote the agent positions in $R^{2}$. $n=0$ corresponds to the initial position of agents which is provided as input.

Number of optimization variables at each time step $=\left(2 N_{e}+2 N_{p}\right)$
Total variables in optimization space $=\left(2 N_{e}+2 N_{p}\right) N$
The discretized version of the optimization problem is mathematically given below:

## Objective Function:

$$
\begin{equation*}
\underset{p(t)}{\operatorname{minimize}} \sum_{n=0}^{N-1} \sqrt{\dot{p}\left(t_{n}\right) \dot{p}\left(t_{n}\right)} \tag{4.5}
\end{equation*}
$$

where $\dot{p}\left(t_{n}\right)=\frac{p\left(t_{n}\right)-p\left(t_{n-1}\right)}{t_{n}-t_{n-1}}$

## Constraints:

$\dot{e}_{i}^{\text {repl_p }}\left(t_{n}\right)=v_{\text {emax_repl }} e^{-k d\left(e_{i}, p, t_{n}\right)}\left[\frac{1+\cos \theta_{i}\left(t_{n}\right)}{2}\right] \hat{r}\left(e_{i}, p, t_{n}\right), \quad \forall \quad i=1, \ldots, N_{e}, \quad n=0, \ldots, N$

$$
\begin{equation*}
\dot{e}_{i}\left(t_{n}\right)=\dot{e}_{i}^{\text {repl_p }}\left(t_{n}\right), \quad \forall \quad i=1, \ldots, N_{e}, \quad n=0, \ldots, N \tag{4.7}
\end{equation*}
$$

$$
\begin{equation*}
\left\|e_{i}\left(t_{N}\right)-z\right\|_{2} \leq \epsilon, \quad i=1, \ldots, N_{e} \tag{4.8}
\end{equation*}
$$

$$
\begin{equation*}
v_{p \min } \leq\left\|\dot{p}\left(t_{n}\right)\right\|_{2} \leq v_{p \max }, \quad n=0, \ldots, N \tag{4.9}
\end{equation*}
$$

### 4.4 Solving the optimization problem

There are various optimization libraries used for solving constrained and unconstrained optimization problems. For example, NLOPT, IPOPT, GPOPT, etc, are built for python whereas in MATLAB numerous powerful optimization solvers such as fmincon (for constrained problems), fminunc (for unconstrained problems), etc, are available. The global search algorithm present in global optimization toolbox and which uses fmincon solver has been used for solving the above optimization problem. fmincon is a non-linear programming solver which finds minimum of constrained non-linear multivariable function. This solver itself consists of five algorithms listed below.

- interior-point
- sequential quadratic programming (sqp)
- sqp-legacy
- active-set
- trust-region-reflective


### 4.4.1 Brief Overview of Global Optimization Toolbox (GOT)

Global Optimization Toolbox provides functions that search for global solutions to problems that contain multiple maxima or minima. The toolbox solvers include global search, multistart, surrogate, pattern search, genetic algorithm, particle swarm and simulated annealing. These solvers can be used for optimization problems where the objective or constraint function is continuous, discontinuous, stochastic, does not possess derivatives, or black-box functions. GOT solvers repeatedly attempt to locate a global solution, however, no solver employs an algorithm that can certify a solution as global.

### 4.4.2 Global Search Algorithm

GlobalSearch (GS) and MultiStart have similar approaches to finding global or multiple minima. Both algorithms start a local solver (such as fmincon) from multiple start points. Let $f(x)$ denote the objective function and $g_{1}(x), g_{2}(x), \ldots, g_{n}(x)$ denote the constraint equations. We have denoted the starting point given as input in the problem structure as $x_{0}$ and the fmincon solution point from any starting point $x$ as $s_{x}$. The entire algorithm has been described in detail in the following steps.

1. Run fmincon from $x_{0}$ : GS runs fmincon from the start point $\left(x_{0}\right)$ given as input in the problem structure. If this run converges, GS records the start $\left(x_{0}\right)$ and end point $\left(s_{x_{0}}\right)$ for an initial estimate on the radius of basin of attraction [12] as well as the final objective function value $\left(f\left(s_{x_{0}}\right)\right)$ for use in the score function. The score function is the sum of the objective function value at a point and a multiple $(\lambda)$ of the sum of constraint violations wherein the multiple is updated during the run.
2. Generate Trial Points: GS uses the scatter search algorithm [13] to generate a set of $n t p$ (short for number of trial points) trial points within finite bounds given as input ( $l b$ and $u b$ ) and these trial points are potential start points. For unbounded components, $l b=-10^{4}+1$ and $u b=$ $10^{4}+1$ are the default bounds.
3. Obtain Stage 1 Start Point: GS evaluates the score function of a set of $n s o p$ (short for number of stage 1 point) trial points. It then takes the point with the minimum score $(y)$ and runs fmincon from that point. GS removes the set of nsop trial points from its list of points to examine.
4. Initialize Basins, Counters, Threshold: The lst (stands for local solver threshold) is initially the
smaller of the two objective function values at the fmincon solution points starting from $x_{0}$ and stage 1 start point $(y) . l s t=\min \left(f\left(s_{x_{0}}\right), f\left(s_{y}\right)\right)$. If both of these solution points do not exist or are infeasible, $l s t$ is initially the penalty function value of the point $y$. GS heuristically assumes basins of attraction to be spherical. The initial estimate of basins of attraction for the solution point from $x_{0}$ and $y$ are spheres centered at the solution points. The radius of each sphere is the distance from the initial point to the solution point. These estimated basins can overlap. There are two sets of counters (initialized to 0 ) associated with the algorithm. Each counter is the number of consecutive trial points that:

- Lie within a basin of attraction. There is one counter for each basin.
- Have score function greater than $l s t$.

5. Begin Main Loop: GS repeatedly examines a remaining trial point from the list and performs the following steps.
6. Examine Stage 2 Trial point: GS runs fmincon from trial point $p$ if the following conditions hold:

- $p$ is not in any existing basin. The criterion for every basin $i$ is $|p-\operatorname{center}(i)|>d t f \times$ $\operatorname{radius}(i)$ where $d t f$ refers to distance threshold factor
- score function at $p$ should be smaller than $l s t$

7. When fmincon runs: Set the counters for basins and threshold to 0 . If fmincon runs starting from $p$, it can yield a positive exit flag which indicates convergence. In that case, GS updates the vector of global optim solution (gos) objects. Following two cases arise:

- For every other solution point $s_{q}$ with objective function value $f\left(s_{q}\right),\left|s_{q}-s_{p}\right|>x_{t o l} \times$ $\max \left(1,\left|s_{p}\right|\right)$ or $\left|f\left(s_{q}\right)-f\left(s_{p}\right)\right|>f_{\text {tol }} \times \max \left(1, f\left(s_{p}\right)\right)$. In this case, GS creates new element in the vector of gos objects
- For some other solution point $s_{q}$ with objective function value $f\left(s_{q}\right),\left|s_{q}-s_{p}\right| \leq x_{t o l} \times$ $\max \left(1,\left|s_{p}\right|\right)$ and $\left|f\left(s_{q}\right)-f\left(s_{p}\right)\right| \leq f_{\text {tol }} \times \max \left(1,\left|f\left(s_{p}\right)\right|\right)$. In this case, GS regards $s_{p}$ equivalent to $s_{q}$. The GS modifies the $g o s$ of $s_{q}$ by adding $p$ to the cell array of $x_{0}$ points.

If the exitflag of current fmincon run is positive then,
(a) Set threshold to the score value at start point $p$
(b) Set basin radius for $s_{p}$ equal to maximum of the existing radius and the distance between $p$ and $s_{p}$.
8. When fmincon does not run: Increment counter for every basin containing $p$. Reset the counter of every other basin to 0 . Increment the threshold counter if $\operatorname{score}(p) \geq l s t$. Otherwise reset counter to 0 . For each basin with counter equal to $m w c$ (max wait cycle), multiply basin radius by $\left(1-r_{\text {basin }}\right)$. Reset counter to 0 . If the threshold counter equals $m w c$, increase the threshold:
$t h_{\text {new }}=t h_{\text {current }}+p t f \times(1+|t h|)$.
After reaching $t_{\max }$ seconds or running out of trial points, GS creates a vector of gos objects. GS orders the vector by objective function value from lowest to highest and this concludes the algorithm.

### 4.5 Experimental Description

As mentioned earlier, majority of the experiments has been performed for $N_{e}=2$. The movement of agents has been confined to only 2-dimensional plane but it can be comfortably generalized to N dimension. In all the experiments with $N_{e}=2$, initial evader coordinates were chosen to be ( $-0.5,0$ ) and $(0.5,0)$ whereas the initial positions of pursuer and destination were varied across simulations in order to observe the trajectory of agents. The reasoning behind the fixed position of evaders across all simulations is to cover subset of all initial conditions such that it can give an approximate idea about the trajectories corresponding to the remaining conditions. Table 4.1 lists out the hyperparameters and their typical values used in the experiments.

### 4.6 Results and Evaluation

The figures below are the optimization result obtained using global search algorithm. In all these plots, the blue curve with dots corresponds to the pursuer trajectory while the red line represents line-joining the two evaders at any time step. The destination point $(z)$ has been shown with a black circle of radius $\epsilon$.

| Hyperparameters | Typical Values |
| :---: | :---: |
| $v_{\text {emax_repl }}$ | $0.3-0.4$ |
| $v_{\text {emax_attr }}$ | 0 (in most cases) |
| $v_{\text {pmax }}$ | $0.3-0.5$ |
| $v_{p \text { min }}$ | 0.05 |
| Number of Intervals $(N)$ | $30-80$ (depending on initial conditions) |
| time interval | 1.0 |
| epsilon $(\epsilon)$ | 0.05 |
| $k$ | 1.0 |
| fmincon solver | interior-point or sqp |

Table 4.1: List of all hyperparameters and their typical values

### 4.7 Insights and Discussion

The objective function and the constraints equation were designed to estimate a function $p(t)$ which minimizes the objective function as well as satisfies the constraints. But there are certain limitations of this process. Firstly, the optimization results are always subjected to certain tolerance on the constraints and objective function. Thus the results may not completely satisfy the constraints. Secondly, the optimization library does not certify the solution obtained as global optimum. Finally, for each initial position of agents, the optimization needs to be run separately without a guarantee that it would converge to some local optimum. Therefore, it is a time-consuming process without any upper bound on time.

As shown in Fig 4.4, we have already dealt with the optimization problem setup and used optimization solvers to estimate optimal trajectories of agents for numerous initial conditions. A potential forward approach is to design a feedback control based iterative algorithm to predict the pursuer trajectory given initial position of agents using the obtained set of results and this step has been shown in Fig 4.4 with a red indicator. The overview of the desired feedback-based system which needs to be designed has been presented in Fig 4.5

### 4.8 Dipole Intuition

Based on the results obtained, one can visualize the two-evader system as a dipole where strength of the dipole can be modelled as the separation between them and direction can be assumed to be parallel or perpendicular to the line joining the two evaders. The dipole is experiencing repulsive force due to

the pursuer. From the figures, it can be observed that the pursuer tries to rotate the dipole in a way such that the dipole, the pursuer and the destination are aligned in a straight line. More intuition about the feedback input based algorithm can be concluded by analyzing the evader trajectory in terms of linear and alignment motion of dipole.



Figure 4.1: In these figures, initial pursuer position is $(-1,-1)$. In figures, (a) through ( j$)$, destination points are varied along $1 \times 1$ square arena centered at origin whereas in figures $(\mathrm{k})$ to $(\mathrm{r})$, the destination points are positioned around $2 \times 2$ square arena centered at origin


Figure 4.2: In these plots, initial pursuer position is $(0,-2)$ and destination points are varied along $2 \times 2$ square arena centered at origin


Figure 4.3: In these plots, initial pursuer position is $(-2,0)$ and destination points are varied along $2 \times 2$ square arena centered at origin


Figure 4.4: Problem Flowgraph


Figure 4.5: System level feedback design

## CHAPTER 5

## GREEDY APPROACH

### 5.1 Introduction

This approach is based on the greedy algorithm which is an algorithmic paradigm that follows the problem solving heuristic of making the locally optimal choice at each stage with the intent of finding a global optimum. It is based on the ideology of taking a decision which is best for present situation without considering the future and hoping that all the present-based decisions would shape the best future as well. In our problem, the task is to drive $N_{e}$ evaders from their initial position to within an $\epsilon$ radius of destination point along with minimizing pursuer trajectory length. It is an iterative algorithm where at each step the pursuer decides to move in a direction which minimizes a combination of evader-destination distance and evader-evader distance. The pursuer speed is assumed to be constant throughout and at each iteration, only pursuer velocity direction is estimated. This intuition has been formulated in the cost function below.

$$
\begin{equation*}
J(t)=\alpha \sum_{i=1}^{N_{e}} d\left(e_{i}, z, t+1\right)+\beta \sum_{i=1}^{N_{e}-1} \sum_{j=i+1}^{N_{e}} d\left(e_{i}, e_{j}, t+1\right) \tag{5.1}
\end{equation*}
$$

where $\alpha$ and $\beta$ are weights in order to decide the trade-off or importance of the two set of summation terms.

$$
\begin{equation*}
\underset{\hat{p}(t)}{\operatorname{minimize}} J(t) \tag{5.2}
\end{equation*}
$$

The entire algorithm can be described in below mentioned steps:

1. The pursuer estimates the direction $\theta \in[0,2 \pi]$ in which it should move with fixed speed such that the cost function $J(t)$ is minimum among all possible directions.
(a) Among all possible directions at each step $i$, pursuer and evaders position at next time step $(i+1)$ is computed.
(b) The cost function value is then computed using updated position of evaders.
(c) The above two steps are repeated for all directions $\theta \in[0,2 \pi]$.
(d) $\hat{\theta}$ denotes the angle (direction) which corresponds to the minimum cost function.
2. The pursuer moves in the estimated direction $\hat{\theta}$ and based on that evaders next position is updated.
3. Repeat step 1 to 3 until all the evaders are within an $\epsilon$ radius of destination point $z$ or the number of iterations exceeds maximum number of iterations.

$$
d\left(e_{i}, z, t\right) \leq \epsilon, \quad \forall \quad i=1, \ldots, N_{e}, \quad \text { for some } t
$$

### 5.2 Experiments and Results

The experiments have been performed for $N_{e}=2$. In these experiments, the interaction of an evader is only repulsive due to the pursuer and the repulsive evader velocity relation is the same as given in Eq 3.6 and 3.7

$$
\begin{equation*}
\dot{e}_{i}(t)=\dot{e}_{i}^{\text {repl_p }}(t), \quad \forall \quad i=1, \ldots, N_{e} \tag{5.3}
\end{equation*}
$$

The greedy approach requires a lot of tweaking of parameters such as $\alpha$, $\beta$, etc. on case-to-case basis depending on initial conditions. Empirically, it has been observed that the overall cost function decreases till certain number of iterations and then saturates to some finite non-zero value instead of zero. The cost function has been designed to provide the desired result such that all the evaders are near destination as well as the inter-evader separation is as small as possible. In the initial stage of the trajectory, the path taken by the pursuer behaves in a similar manner to the optimization results shown in Fig 4.1, 4.2, and 4.3, but after certain iterations the pursuer deviates completely from its path. This kind of behaviour has been observed in most of the cases and therefore it concludes that this approach fails in terms of results.


Figure 5.1: The blue curve represents pursuer trajectory while the red line represents line joining two evaders at its endpoint. Initial positions of pursuer is $(-1,-1)$ while that of evaders is $(-0.5,0)$ and $(0.5,0)$ with destination being at $(2,2)$.


Figure 5.2: Figure showing the variation of evader-destination distance and evader-evader distance with time. The black curve represents the cost function which decreases and then saturates at some non-zero value

## CHAPTER 6

## LEARNING TRAJECTORIES USING DEEP LEARNING

### 6.1 Introduction

We tried solving the optimization problem proposed in chapter[4in a theoretical manner but because of differential and complicated coupled constraints as well as large number of variables in optimization space, it has not been possible for us till now. We obtained the optimization results by solving the constrained optimization problem using numerical solvers. As shown in Fig 4.4, the next and final step in this problem is to predict system's feedback input or some sort of iterative algorithm which can predict future position of agents given current and past positions. Earlier, we tried to develop various intuitions such as dipole alignment, plotted various parameters in order to find some pattern in the optimization results. But this approach did not worked out. Another possible way is to learn pursuer trajectory from the results obtained (using the results as data) and then predict the feedback control input. Several machine learning techniques have been used in the past for trajectory tracking. The objective is to learn to predict pursuer's next position based on current and past trajectory information iteratively until the objective is achieved.

The first step in this process is to determine the model which can learn spatial and temporal correlations present in any trajectory. Recently, deep learning has been successfully applied to solve a wide spectrum of challenging problems. Deep learning models are able to extract complex features from the training data. Convolutional Neural Networks (CNNs), Recurrent Neural Networks (RNNs) and Long Short-Term Memory Networks (LSTMs) have performed excellently in numerous engineering and research problems. We use LSTMs followed by fully connected layers (FCNs) for predicting trajectory as they have an inherent ability to learn spatial as well as temporal patterns making them suitable for this task. We give a brief overview of LSTMs below.

### 6.2 Long Short-Term Memory (LSTMs) Networks

LSTMs are special kind of RNNs designed to remember and learn the long-term time dependency of data. Here we briefly describe LSTM architecture [14]. Key to their structure is the cell state to which
information can be added by the cells through gates. Gates are sigmoid neural network layers which optionally let the information pass through and are of three types:


Figure 6.1: Representation of an LSTM Cell [14]. $C_{t}$ represents the cell state at time step $t, h_{t}$ represents the cell output at time $t$ and $\sigma$ represents sigmoid layer.

1. Forget Gate: A sigmoid layer is used to decide what information we are going to throw away from the current cell state. The output of this layer is multiplied with cell state to delete the information we do not want to proceed further.
2. Input Gate: This consists of a tanh layer which creates a new vector to be added to the current state and a sigmoid layer to select which values to add in particular. The tanh and sigmoid layers are multiplied and then added to the current cell state.
3. Output Gate: The current cell state is run through the tanh layer and multiplied with a sigmoid layer to output only the desired parts.

### 6.3 Machine Learning Architecture

We assume that the trajectory of any agent does not undergo rapid changes and thus has a smooth trajectory. At any time $t$, the next position of any agent should depend on the present and past positions. Therefore, the trajectory of any agent can be modelled as time-series sequence. We use LSTMs for time series modelling of trajectory as LSTMs have performed well, especially with the classification of time-sequence and text sequence [15, 16]. LSTMs are known to learn the long-term dependency as well as temporal and spatial features of input data.

We formulate our problem as a regression task. As shown in Fig 6.2, our deep learning architecture consists of a single layer of LSTM each with cell state size of 64. At the end of LSTM layer, we get
a 64 -dimensional features. Since our desired output (next pursuer position) is 2 -dimensional, we compress gradually from 64-dimensions to 2 -dimensions using FCNs with hidden layers of sizes 32 and 8. Rectified Linear Unit (ReLU) activation function has been used in hidden layers to introduce non-linearity in the model.


Figure 6.2: Model Architecture

### 6.4 Dataset and Training

The results obtained from the optimization setup for numerous initial conditions served as data for training the model. The dataset has been divided into $4: 1$ ratio for training and testing purpose respectively. Each instance of data sample is an 8-dimensional feature vector with each element in the following order : $\left[p(t), e_{1}(t), e_{2}(t), z\right]$ where each of the entity is in $R^{2}$. For each simulation result with number of time steps $N$, it produced $(N-W)$ data samples with each one of size $W \times 8$ where $W$ represents LSTM time window size.

The entire neural network architecture has been implemented in tensorflow. The input to the LSTM is of dimension [ $N-W \times W \times 8$ ]. The network parameters are initialized using Xavier's initialization [17]. LSTM time window size represents the past time steps of the trajectory which the model would use to learn the past dependency. It was empirically chosen to be 5 steps. Mean-squared
loss function and Adam Optimizer [18] is used to train the model based on computed loss. Network gradients were clipped to a maximum of 10 as it led to better and stable training. For completeness, we provide a list of all hyperparameter values after final tuning in Table 6.1. We trained the model on google colab (Tesla K80 GPU, 12 GB RAM) which takes around 5 hours for 5000 training epochs.

| Hyperparameter | Typical Values |
| :---: | :---: |
| LSTM time window size $(W)$ | 5 |
| Maximum gradient norm | 10 |
| Learning Rate | $10^{-3}$ |
| LSTM cell state size | 64 |
| Dropout parameter | 0.8 |

Table 6.1: List of network hyperparameter values

### 6.5 Result Evaluation

The learned network outputs the pursuer trajectory in an iterative manner and based on that the evader trajectory can be computed using Eq 3.6 and 3.7 . As previously mentioned, the evader positions in the training as well as test data were kept fixed at $(-0.5,0)$ and $(0.5,0)$. Some of the test results are shown below in Fig 6.3 .

### 6.6 Limitation and Conclusion of this approach

The ML-based approach to predict the feedback control input (pursuer's velocity or future position) gave promising results, if not the best we would have desired. Certain reasons account for the limitation of this approach. One possible reason might be because of insufficient data as the number of plots used for creating dataset was around 150 which created approximately 6000 sample points. Given the number of parameters and complexity of the model, the data might have been insufficient for training. Secondly, the training dataset does not cover all possible set of initial conditions due to the vast nature of plots one can generate as well as due to the time-consuming nature of optimization simulations. Thirdly, the model might need to be tuned properly with respect to certain hyperparameters such as cell state size, number and units of hidden layers, dropout parameter, etc, for better performance.

Despite of all the limitations, this approach certainly provides some crucial insights and positivity. Even with limited and small data, the model is able to learn the fact that the trajectories of agents are


Figure 6.3: Some prediction results from learned model. In these plots, initial evader position is $(-0.5,0)$ and $(0.5,0)$. Initial pursuer position is $(-1,-1)$ while destination points are varied
smooth, which evader the pursuer should approach first and pursuer speed range. Though, it failed to learn that the evaders have to be driven towards the destination as there was no explicit way in which the concept of destination and its information could have been fed to the network.

## SUMMARY

In this report, we proposed an interaction rule between an evader and a pursuer and our objective was to try to find an optimal feedback control for the pursuer to drive the evaders to destination. With this regard, we first formulated our problem as a constrained optimization problem and solved using global search algorithm available in global optimization toolbox of matlab. The result from these experiments were then used to predict a feedback control algorithm but unfortunately this could not be made possible. Then we shifted from predicting ourselves to let the machine learn from the data and predict the trajectory for us. We used LSTM-based model with fully connected layers and posed the problem as a regression task to produce pursuer next position given current and past trajectory information of all the agents. The experimental results from the optimization task was used as dataset for this approach. After training, the trajectories were estimated iteratively for numerous initial conditions but we could not get the desired result. This approach requires modifications in order for it to work.
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